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ABSTRACT 
The purpose of this paper is to inspire cost authorities to establish a true standardized 

cost risk analysis process.  Both NASA and Air Force Cost Analysis Agency (AFCAA) are 
currently expending resources to define the standard for their communities.  We have drawn 
on 30 years of experience in all aspects of cost risk analysis to propose the key steps of a 
successful risk analysis process and identify where further standardization decisions are 
required.  Additionally, we use several, already published case studies (with analytical 
results) as the basis to demonstrate that Crystal Ball, @Risk and ACEIT, if used correctly, 
will generate the “same” answer.  We use the same cost studies to demonstrate that a few 
decrees by those with the authority to do so can demystify cost risk analysis and go a long 
way to making the process more repeatable, defendable and dependable.  In the end, it is not 
appropriate that there are only a few folks capable of building a useful cost risk analysis.  In 
the end, there needs to be a risk analysis process suitable for the majority of cost analysts.  
To accomplish that goal, all that is needed are a few decisions. 

I. Introduction 
The purpose of this paper is to outline a cost risk analysis approach and identify those steps in the process where 

decisions made by cost analysis authorities would serve to simplify the process.  This paper does not address 
arguments for or against probabilistic cost risk analysis as a means to define the cost risk in a cost estimate.  We 
begin with the assumption that cost analysts will continue to endorse and be required to perform probabilistic cost 
risk analysis.  It has been our observation from teaching dozens of cost analysis classes per year, over a decade of 
responding to risk analysis support calls, and building/defending cost risk analysis models for the DoD, other 
Federal government and international government agencies that the cost risk analysis process remains mysterious, 
viewed by most as too complicated and too often ignored.  A simple, well-defined process is required. 

At the outset, we will clarify what a probabilistic cost risk analysis can accomplish and also what it is not 
expected accomplish.  As we go through the process, we will identify where cost authorities should provide some 
guidance.  We believe management decisions in several key areas will be rewarded a far greater degree of 
consistency across cost risk estimates and promote a more common understanding of this critical step in the cost 
estimating process.  Additionally, if these decisions are made, a greater number of analysts will be able to conduct 
cost risk analysis in a meaningful and efficient manner. 

II. Background 
Most agencies have created life cycle cost analysis guidance documents and they all contain some discussion of 

cost risk analysis.  For the convenience of the reader, several of these documents are listed here with hyperlinks to 
their current (as of writing) location.  We have also included some word for word extracts to demonstrate the 
vagueness of guidance provided: 
Risk Management Policies from DoD 5000.4-M Cost Analysis Guidance and Procedures 
http://acc.dau.mil/simplify/ev.php?ID=6388_201&ID2=DO_TOPIC 

Relevant sources of risk include: design concept, technology development, test requirements, schedule, acquisition 
strategy, funding availability, contract stability, or any other aspect that might cause a significant deviation from the 
planned program. 
Areas of cost estimating uncertainty will be identified and quantified. Uncertainty will be quantified by the use of 
probability distributions or ranges of cost. The presentation of this analysis should address cost uncertainty attributable to 
estimating errors; e.g., uncertainty inherent with estimating costs based on assumed values of independent variables 
outside database ranges, and uncertainty attributed to other factors, such as performance and weight characteristics, new 
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technology, manufacturing initiatives, inventory objectives, schedules, and financial condition of the contractor. The 
probability distributions, and assumptions used in preparing all range estimates, shall be documented and provided to the 
CAIG. 

Department of the Army Cost Analysis Manual May 2002 
http://www.ceac.army.mil/ce/default.asp 

Although many people use the terms “risk” and “uncertainty” interchangeably, a distinction can be drawn between them. 
Risk deals with measurable probabilities, while uncertainty must be defined subjectively. 
Experts disagree on the sources of uncertainty in systems acquisition. 
A risky situation is defined as one in which the outcome is subject to an uncontrollable random event with a known 
probability distribution.  …  An event is uncertain if the probability distribution of the uncontrollable event is unknown. 
… When PMs address risk assessment, they are almost always working in the realm of uncertainty.  ...  and when we 
discuss cost risk, please note that cost uncertainty is not used in the same context as cost estimating uncertainty. 

(Air Force) Cost Analysis Guidance And Procedures 1 October 1997 
http://www.saffm.hq.af.mil/afcaa/ 

Areas of uncertainty, such as pending negotiations, concurrency, schedule risk, performance requirements that are not yet 
firm, appropriateness of analogous systems, level of knowledge about support concepts, critical assumptions, etc., should 
be presented. 
(Checklist) Uncertainty Assessment (concept of risk analysis, risk models used, rationale for input distributions, # of 
iterations, output distributions). 

NASA Cost Estimating Handbook 2002 
http://www.jsc.nasa.gov/bu2/NCEH/   
(also see http://www.jsc.nasa.gov/bu2/conferences/NCAS2004/index.htm for an excellent source of cost risk papers) 

An unmodified WBS may result in a cost estimate that has gaps in coverage. For example the WBS is not designed to 
accommodate reserves for risk.  
Performing a risk analysis is a mechanism to create the risk adjusted point estimate adjusted for the probability of 
occurrence. Risk addresses the probability of an event occurring and the consequences surrounding the occurrence. 
Cost risk is defined as uncertainty resulting from the use of a particular cost estimating methodology. Risk due to 
economic factors, rate uncertainties, cost estimating errors, statistical basis of CER uncertainty, and statistical uncertainty 
inherent in the estimate can be addressed by examining the uncertainty inherent in the estimating process.  
A “risk-adjusted” estimate can be created wherein the distribution of likely values for key parameters can be incorporated 
via Monte Carlo simulations to provide a “range” of likely cost versus a single “point estimate” with no comment on its 
likelihood of occurrence. Risk adjusted ranges are very useful to decision-makers, however budgets need point 
estimates. It is recommended that decision-makers should select their preferred point estimate from the risk-adjusted 
range that the cost estimator provides. 

FAA Life Cycle Cost Estimating Handbook v2 03 Jun 2002  
http://www.faa.gov/asd/ia-or/lccehb.htm 
Chapter 8.0 Cost Risk And Uncertainty http://www.faa.gov/asd/ia-or/pdf/handbook/CEH_ch8.pdf 

The traditional view of risk is a situation in which the outcome is subject to an uncontrollable random event stemming 
from a known probability distribution.  … Uncertainty is a situation in which the outcome is subject to an uncontrollable, 
random event stemming from an unknown probability distribution.  ...  In most cost estimating situations, it is impossible 
to collect enough data to generate anything like a frequency distribution; in many cases five or six data points is a 
bonanza. The general conclusion is that cost estimating is much more in the realm of uncertainty than risk. Therefore, in 
the interest of both clarity and simplicity, the remainder of this chapter will use only the term uncertainty. 
According to Leroy Baseman’s article in the Journal of Cost Analysis, in the 1960s and later in the early 1970s, 
requirements uncertainty accounted for about 75 percent of cost growth with the remaining 25 percent attributed to cost 
estimating uncertainty. By 1983, the percent attributed to cost estimating uncertainty had dropped to around five percent, 
and current information indicates the percentage will be even smaller in the future. Thus, cost growth today is not so 
much a matter of cost estimating error. Instead, it is a matter of how the end item originally estimated is different from 
the item finally produced due to changes in technology, national strategy, deployment concepts, operations procedures, or 
other end items. 

Parametric Estimating Initiative (PEI) Parametric Estimating Handbook Spring 1999 
http://www.ispa-cost.org/PEIWeb/newbook.htm  
Chapter 11: Other Parametric Applications http://www.ispa-cost.org/PEIWeb/ch11.htm#11IId 

For an affective risk analysis, the program definition must extend to at least one level deeper in the program's WBS 
beyond the level at which the cost risk analysis is performed. 
Identify technical, schedule, and cost estimating risk drivers for use in risk management exercises. 
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Once the risk inputs have been collected and reconciled, the lead risk analyst will input them into a spreadsheet model, 
calculate the absolute end-points of the triangular distributions, and complete a Monte Carlo simulation. 
The analyst compares the point estimate to the constructed probability density function to make cost risk assessments and 
probabilistic statements about the likelihood of completing the project within a specified budget. 
To support various reviews, detailed back-up material will be provided for both the cost-risk inputs and outputs. 

The foregoing extended quotes illustrate the vague nature of the guidance provided to the analyst.  Statements 
like: “Areas of cost estimating uncertainty will be identified and quantified” and “detailed back-up material will be 
provided” pretty much guarantee the analyst will have to spend significant time trying to find out exactly what the 
reviewer wants and expects from the cost risk analysis. 

With these vague beginnings, we will now outline a more definitive process and we will identify where a key 
decision (by cost standards authorities) is required to help establish a “standard.”  Agencies are rightfully careful to 
not over specify standards.  Hopefully, this paper  provides a “place to start” to generate a standard that remains 
sufficiently flexible, yet provides appropriate guidance to those required to conduct a cost-risk analysis. 

III. The Nature of Risk 
Risk analysis in the cost estimating world deals with quantifying how “risky” or “uncertain” the estimated cost 

of the program might be.  Unless each component of an estimate is known with certainty, a point estimate represents 
one of many possible outcomes.  The central point of cost risk analysis is: “Quantifying the possible outcomes and 
their likelihood so that a decision maker can make an informed decision.”  The following list identifies typical 
sources of cost risk: 

• Cost estimating relationship (CER) or cost estimating methodology risk. 
• Cost factors such as inflation, labor rates, labor rate burdens, etc. 
• Cost driver risk (variation in the technical inputs that drive the CER). 
• Schedule and Technical risk. 
• Correlation amongst risk distributions. 

In addition, there are elements of uncertainty in the estimate that many agencies require the analyst to consider, 
such as: 

• Potential for requirements changes (changes in WBS element descriptions and numbers). 
• Budget Perturbations, Congressional actions. 
• Re-work, and re-test phenomena. 
• Contractual arrangements (contract type, prime/sub relationships, etc) 
• Potential for a disastrous event (labor troubles, shuttle loss, satellite “falls over”, war, etc). 
• Probability that if a discrete event occurs it will invoke a cost to the project (Project A requires Project B to 

deliver a specific product on a specific date.  Project B fails.  Project A must now absorb an unbudgeted 
cost to mitigate the failure of Project B.) 

The choice of using “risk” to refer to the first set of elements and “uncertainty” to refer to the second is 
deliberate in an effort to distinguish between what can certainly be modeled in a cost risk analysis (risk) and what 
often cannot (uncertainty).  Other papers will address this distinction in more detail and present methods for dealing 
with uncertainty.  Some choose to account for the “unknown” uncertainties by capturing them as clearly as possible 
in the documentation of the assumptions of the estimate and to capture relevant cost impacts in discrete sensitivity or 
what-if drills.  This brings us to the first decision requested of cost agencies. 

Decision required:  Distinguish the difference between “risk” and “uncertainty” and provide guidance on 
how they should be dealt with in the cost estimate. 

For this paper, we have adopted the following distinction: Risk refers to an outcome that is subject to a 
quantifiable, but uncontrollable event while uncertainty is not quantifiable.  As a place to start, we think it would be 
of great service to provide the analyst with concrete guidance on how to model the “quantifiable” risk in the 
estimate.  So for the remainder of this paper, we will focus on defining a systematic process for applying 
“quantifiable” risk to a cost estimate.  Along the way, we will identify where additional decisions made by 
controlling agencies would make the analyst’s job easier. 
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IV. A Cost Risk Analysis Approach 
A motivation for conducting a cost risk analysis is the observation that programs have a habit of  overrunning 

their budgets.  There is a need to improve the quality and reliability of our estimates.  To be fair, correcting past 
practice to improve poor (or no) cost risk analysis is unlikely to eliminate cost overruns.  There remains the dreaded 
unknown unknowns that will thwart the most sophisticated analysis.  So while we should all agree that at least part 
of the cost overrun problem might be solved by improved cost risk analysis, we should also agree it won’t fix 
everything. 

We have taught hundreds of cost analysis classes.  The following are typical comments we have heard from 
students on the topic of cost risk analysis: 

• No clear, simple standard approach on how to step through a cost risk analysis. 
• There is an inconsistency on how to treat key variables in a cost risk analysis (i.e. learning slope, theories, 

burdens, growth factors). 
• No approved, standard set of metrics to measure the quality or the completeness of a cost risk analysis. 
• Inconsistent risk analysis definitions between organizations and even between projects in the same 

organization (risk factors, how to handle distributed vs. discrete, accounting for planned growth, sensitivity 
analysis vs. stochastic analysis, how to define a distribution, interpretation of risk bounds, what value 
constitutes low/medium/high correlation, how a CER handles inflation, schedule/technical risk adjustments, 
interpretation of the point estimate, risk allocation, no standard presentation practices). 

• No guidance on “default” assumptions for picking distributions and assigning spread and skew. 
• SCEA, ISPA, ADoDCAS papers devote too much time and space to esoteric topics that affect a very few 

and only a handful understand.  There is a need for these discussions, but not at the expense of describing 
pragmatic approaches to cost risk analysis. 

• Too many steps that require the analyst to choose from too many alternatives.  No matter how hard they try, 
analysts feel certain of only one thing… they will be sharply criticized! 

The net result is an ever-present (but rarely admitted) fear amongst the “average” analyst who must divide 
his/her time across many responsibilities.  The fear is that if they attempt cost risk analysis, they will be severely 
criticized by the few experts in the field that have the luxury of devoting all their time to cost risk analysis.  No one 
wants to set themselves up for failure.  And after witnessing the public flogging of the even the most devoted and 
knowledgeable authorities in the field, is it any wonder there are those among us that, if given a choice, might 
choose a sharp stick in the eye over having to build and defend a cost risk analysis? 

Ideally, the cost risk analysis approach should be:  
• Simple to implement. 
• Understandable. 
• Reliable and Defendable. 
• Repeatable. 
• Documented. 

Over the last 30 years, the general process that has emerged in the DoD and is the basis for a number of tools:      
• Step One: Generate a Point Estimate, conduct a sensitivity/what-if analysis. 
• Step Two:  Specify Risk 

 on the cost estimating relationships (cost risk). 
 on the estimating cost drivers (configuration or technical risk). 
 by adjusting distributions for schedule/technical considerations. 
 by applying correlation as required. 
 review the combined, completed risk assumptions. 

• Step Three:  Run the Simulation. 
• Step Four: View and Interpret the Results. 
• Step Five: Allocate risk. 
• Step Six: Create the necessary charts and tables to support a presentation to management. 
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A. Step One: Generate a Point Estimate 

The cost risk analysis process begins with a complete and defendable “point estimate.”  For the purposes of 
demonstration, we will use an example that contains many of the features in many cost estimates, namely: 

• R&D, Procurement and O&S cost elements. 
• Various levels of indenture. 
• Costs estimated using a combination of engineering build-ups (i.e., UnitCost * Qty), linear CERs, factor 

relationships, non-linear CERs, and simple pass throughs. 
• CERs derived from known historical data, and others for which little or no statistical data is available. 
• Inflation, learning and other adjustments. 
• Phased and non-phased variables. 
• Recurring and Non-Recurring cost elements. 
• Software, Hardware and Personnel costs. 
• A requirement to create BY and TY total and phased costs. 

 
No matter how much you agonize over an analysis such as that displayed in , analysts should never think 

that they have produced a “most likely” result at the parent levels.  The parent levels in the point estimate have no 
context (for some, no meaning at all) until the risk analysis is completed.  We shall shortly see that we are truly 
summing apples and oranges. 

Figure 1

Before embarking on the cost risk analysis, the analyst should ensure that the point estimate is as complete as 
possible.  No amount of agonizing over distribution shapes, distribution bounds or risk distribution correlation will 
make up for simply forgetting half the elements required in the estimate or picking cost estimating relationships that 
are completely inappropriate for the system in question.  So before delving into risk mechanics, complete the 
estimate as best you can.  Having said that, it should be noted that during the process of developing the cost estimate 
and during interviews with engineers and managers to develop the program technical baseline, you can go a long 
way towards simplifying the risk process if you consider inputs for risk as you go. 

Sensitivity studies should be conducted to ensure the cost model is behaving correctly.  After all, the risk 
simulation will be evaluating cases across a broad combination on input variables.  It would be prudent to ensure the 
cost model behaves appropriately.  Sensitivity studies can also be used to settle on specific combinations of key 
variables that represent discrete choices for management to make.  For instance,  many of the CERs may need to be 
adjusted if the program chooses to go with a firm fixed price contract rather than time and materials (or sole source 
vs. competitive).  These represent discrete choices, each being an alternative available to management.  Rather than 
try to capture the impact of these choices in a risk analysis, it could be more appropriate to identify the alternatives 
and the risk associated with each of them. 
 

Guidance Required:  Distinguish between sensitivity analysis and cost risk analysis.  Provide guidance on 
what should be addressed in a sensitivity analysis rather than try to capture it in the risk analysis.   

B. Step Two:  Specify Risk 

Once the point estimate is complete and several alternatives have been identified, cost risk can be applied.  The 
nuance that escapes many at this point is that the process by which you define cost risk in the cost model must be 
flexible enough to be applicable across all alternatives in a consistent manner.  The reader is asked to ponder what 
this means as we step through the process of applying cost risk to our estimate.   
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Figure 1: Risk Case Study 

A simple sequence to follow that will address most of the cost risk in the estimate is as follows: 
• Apply risk to the CERs, analogies, engineering build up, etc (cost estimating risk). 
• Adjust for schedule/technical risk (compare project to sources used to generate the CER). 
• Apply risk to the CER inputs (configuration risk). 
• Correlate the inputs if required. 
• Measure the correlation in the simulation and check with the program office to determine if additional 

correlation should be applied across WBS elements. 
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Apply Risk to the CERs 
It is our observation that there remains a predominate misconception that cost risk analysis is simply the 

application of risk on the technical inputs to the CERs.  For whatever reason, many still seem to ignore the glaring 
fact that parametric cost estimating relationships are not exact.  We generally begin, not with the technical inputs, 
but the CERs. 

Picking a Distribution Shape 
The most popular distributions used to model CER risk include the following: normal, log-normal, triangular, 

beta, uniform and weibull (see Figure 2).  Which one to pick?  The best place to start is to understand where the 
CER came from.  A common method for generating a CER from historical data is ordinary least squares (OLS) 
regression analysis.  A common assumption in that approach is that the error about the regression line should be 
normally distributed.  From this basis, one may objectively conclude that a linear equation (cost = a + b*Var) 
created from OLS will produce a result that is the mean of a normal distribution.   

A common way to employ least squares on non-linear data is to conduct the regression on the logarithms of the 
data.  If you hypothesize that the non-linear equation:  Cost = a * Var^b   might fit your data, transforming it to  
Log(Cost) = Log(a) + b*Log(Var) (a linear equation) allows you to apply least squares, but in log space, and the 
error is normally distributed in log space.  When transformed back to unit space, the distribution of the error is “log-
normal.”  However, a much forgotten fact is that the mean of the normal distribution in log space maps closer to the 
median of the log-normal distribution in unit space! 

This is further evidence that the sum of various CER results have little meaning.  An OLS linear CER produces 
the mean (median and mode if the distribution is assumed normal) and log-linear CER produces the median.  The 
standard process used to develop a typical point estimate sums these values. 

There are other ways to generate a CER such as minimum unbiased percentage error.  In this case, the error for 
both linear and non-linear equations is commonly assumed to be normal.  We have seen analysis where the author 
indicates that the CER produces the mean of a log-normal distribution.  It is therefore very important to understand 
how the CER was generated in order to objectively select the distribution shape. 

When estimating with an engineering buildup or 
analogy

Beta
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Triangular
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Figure 2: Popular Risk Distributions. 

Picking Distribution Bounds  
Having picked the distribution shape, the next question is to determine how to model the dispersion of the shape.  

Ideally, if you have the data from which the CER was generated, you should be able to use the statistical package to 
calculate the bounds for a particular confidence level.  We have found this to be the most convenient and efficient 
way to define the dispersion.  The reasons will become evident. 
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Even if you are lucky enough to have data and the tools to derive bounds objectively, analysts will often obtain 
and apply expert judgment to modify the distribution bounds.  Often the analyst will want to  either truncate the 
lower bound or extend the upper bound (or both).  Under these circumstances, objectivity has left the building.  We 
are now in the world of subjectivity.  In this situation, instead of the mean or mode, analysts generally assume that 
the CER (point estimate) is producing the “most likely” value (or the mode).  So now we have a point estimate that 
is the sum of means, medians and modes (apples, oranges and now bananas). 

Analysts agonizing over which distribution type to employ may be wasting their time if the bounds they plan to 
use are symmetrical.  As shown in , (apart from uniform) there is little difference in the cumulative 
distribution curve for the symmetric distributions.  If they are skewed, however, one can see that the choice of 
distribution shape has a far greater impact on the cost risk results. 

Figure 3

Figure 3: Compare Distribution Shapes of Similar Dispersion 
 

Guidance Required:  The choices of distribution shapes are plentiful.  Publishing the objective 
distribution shape for each regression technique and how to interpret the results (mean or median) would 
be helpful.  Guidance on what shape to pick if there is a basis to depart from the objective shapes would be 
useful (perhaps based on life cycle phase and commodity type).  

 
When there are no statistics available, the analyst must resort to expert opinion.  In this case, it is easiest to 

communicate bounds as a percent of the CER result (rather than standard deviation or SE or some other statistical 
measure known only to a few).  Studies have been done to assign values to subjective statements such as “low”, 
“medium” or “high” dispersion and “left”, “center” or “right” skew.   contains values derived from P. 
Dienemann curves and a limited population of ground electronic and radar CERs. 

Table 1

Table 1: Example “Standard” Triangular Distribution Bounds 

 

TRIANGULAR DISTRIBUTION MULTIPLIERS ABOUT THE MODE 
Skew Left Center Right 

Dispersion Low High Low High Low High 
Low 0.45 1.18 0.63 1.37 0.82 1.55 

Medium 0.08 1.31 0.39 1.61 0.69 1.92 
High 0.00 1.43 0.14 1.86 0.57 2.29 

Guidance Required:  It would be useful to publish “standard” distribution bounds to guide analysts on 
how to specify the bounds of distributions when objective bounds cannot be derived.  Such tables could be 
developed for different distribution shapes and consistent with different commodities.  
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Apply Risk to the CER Inputs (Configuration Risk) 
For the risk case study, inputs such as learning slope, lines of code, antenna aperture, and labor rates represent 

obvious sources of cost risk.  There are various criteria for selecting a risk distribution and shape, but there are also 
some modeling considerations: 

• Does the point estimate represent a design value or a value that already includes permitted growth? 
• Are only discrete sets of input variables permissible? 
• Can you model any links between variables?  For instance, if the weight of the engine increases, should the 

airframe weight also increase? 

Analysts will make subjective assessments to determine how to model the risk on an input value.  Those with 
equal likelihood over a specific range can be modeled with a uniform distribution.  If the probability of occurrence is 
focused around the point estimate, then triangular, normal, beta or weibull become candidates.  In most situations, 
the point estimate is assumed to be the mode.  But what if it is not?  Should the analyst be able to define the point 
estimate to be the, say 80th percentile if it already contains expected growth?  How should this be handled if the 
point estimate already includes “some” or “a lot” of risk?   It should be possible to set up a simple set of rules to 
guide the analyst through at least some of the most common situations. 

Guidance Required:  It would be useful to publish “default” input variable interpretation, distribution 
shapes, and bounds based upon commodity type. 

Adjust for Schedule/Technical Considerations 
It has been recognized for many years that a significant impact of cost can arise due to schedule and technology 

push assumptions in a program.  While this is germane primarily to development efforts, there are a few occasions in 
production efforts where these considerations are important (e.g., technology associated with manufacturing 
process).  While some schedule slips are expected and can be absorbed in the program without significant cost 
impact, other slips may cause astronomical cost increases.  Schedule slips on some activities have only minimal 
impact on the cost of future activities while some slips can lead to increased costs on many future activities in the 
project. 

However, before any adjustments to the cost risk assessment should be made to account for schedule or 
technology risk consideration, it is necessary to compare the project you are estimating to the source data used to 
generate the CER.  Most if not all development programs experience cost impacts due to schedule and technology 
“issues.”  Our CERs, estimating methods, and even analogy and expert opinion estimating processes have been 
colored by and influenced by past, real projects.  As such, our estimating approaches, with perhaps the exception of 
bottom-up “build-up” methods, all include “nominal” amounts of cost impact due to these factors.  In fact, it could 
be argued that the magnitude of error term in normal OLS is partially due to these factors.  So, it is necessary for 
each analyst to realistically assess the degree to which his or her schedule and technology risk considerations are 
unusual relative to past experience.  This is nearly always going to be a subjective assessment. 

It is also necessary to consider if the technology and schedule cost risk impacts are independent, or as is much 
more likely, highly interrelated.  Problems with technology invariably lead to redesign effort, additional test cycles, 
and countless other program changes.  These in turn lead to schedule changes.  In any subjective process, to account 
for the cost impact due to schedule and technology considerations, it is critically important that the underlying 
justification or reason for the potential impact is clearly understood to minimize the likelihood of double counting.   

One approach is to add a multiplier directly to the CER.  Another method that can be used to adjust a cost risk 
assessment to account for schedule and technology risk is based on penalty factors.  Penalty factors can be used to 
simulate the effect on program cost estimates of extraordinary schedule and technical difficulties.  These factors 
affect the distribution tail on the high end and act as a multiplier to drag the high end of the distribution by the factor 
(e.g., 1 = no change to the high end, 2 = 2x factor or a 100% increase to the high end). 

The problem in deriving penalty factors that reflect independent and separate assessments of schedule and 
technical difficulties is that there are no normative, quantitative measures of schedule or technical difficulty, either 
separately or in combination.  It is difficult to separate the causes of cost/schedule overrun, due to purely technical 
or schedule problems, because technical difficulties manifest themselves in schedule extensions and that will have 
cost consequences. 

Tecolote conducted research studies more than 10 years ago to derive penalty factors for both hardware and 
software systems.  The results of this study are the default penalty multipliers described in ACE Help and provided 

.  Outliers eliminated from the CER curve fitting process can also be used to explore the penalty factors.  To Table 2
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be sure, multipliers such as these would only be recommended for use in cases where you don’t have better 
information upon which to base the choice of a multiplier to capture the effects of extraordinary schedule or 
technical uncertainty.  Recently, we used some of the USCM8 outliers to quantify the default penalty factors that 
GPS had adopted.  There is a need for more of this type of research. 

Table 2: Schedule/Technical Penalty Factors 

Degree of Uncertainty Penalty Multiplier 
Schedule Technical Hardware Software 

Nominal Nominal 1.0 1.0 
Severely Compressed  Nominal 2.07 1.5 
Severely Expanded Nominal 2.07 1.5 
Nominal Unusual 2.07 1.5 
Severely Compressed Unusual 2.5 3.0 
Severely Expanded Unusual 2.5 3.0 

 
Guidance Required:  Provide guidance on a default method for adjusting risk assumptions to capture 
schedule and technical considerations.   

Apply Correlation As Required 
Much space, time and emotion has been assigned to the matter of correlation within a cost risk estimate.  Many 

papers have been presented to demonstrate the need for correlation, and a few have been presented to provide the 
user with clear advice on how to implement correlation (Reference 9 and 10).  One suggested practice is to merely 
apply a low correlation (20%?) across all your elements to ensure the bulk of the variation that could be in your 
estimate is not missed.  There is no doubt that correlation can have a significant impact on an estimate.  What is not 
so clear is the need to apply correlation at the WBS level. 

Our experience has been that if you create a cost model that captures the most important functional relationships 
and you pay attention to correlation amongst the input variables, you will have captured a good portion of the 
correlation.  The following modeling considerations are often overlooked when trying to assess the correlation 
already present in the model: 

• Functional relationships amongst WBS elements. 
• Functional relationships amongst the input variables. 
• The same input variable driving more than one CER in the cost model. (The most common one to be over 

looked is learning slope). 
• The same CER (with the same inputs) used in multiple places in the cost model.  
• The same phased buy quantity applied to multiple cost elements. 

Traditionally, analysts take great pains to introduce functional relationships to their cost estimating relationships.  
Often, however, there is no attempt to do the same with the cost model cost and technical inputs.  The risk within 
specific categories of input variables such as leaning slopes, labor rates, burden rates, weights, quantities, etc. could 
be expected to “move together” rather than act independently.  We encourage the analyst, when it comes to 
correlation, to focus attention on the input variable first.  After that, we recommend you measure the correlation 
present in the simulation and adjust accordingly.   

For example, in  the correlation matrix for the lowest level of detail in the cost estimate is shown along 
with the total life cycle cost.  Note that although no correlation has been applied, the simulation is reporting strong 
correlation between the Antenna and Integration.  This is because Integration is modeled as a factor of the Antenna 
cost.  The correlation is not perfect because the factor has risk.  Integration is also mildly correlated with the Missile.  
Why?  The clue is to note that the Missile and Antenna are correlated.  After further investigation, it can be seen that 
this correlation is the function of both Missile and Antenna WBS elements using the same variable ID to provide the 
learning curve slope.  This is perhaps an inadvertent functional correlation; do we really mean to imply that these 
two separate components will experience perfectly correlated risk related to learning slope? If the risk is removed 
from the slope variable or if separate slope variables are used for each WBS element, the correlation between 
Antenna and Missile disappears. 

Figure 4
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Figure 4: No correlation applied.  Only functional correlation established. 

Figure 5

Figure 5: Weak Correlation Arbitrarily Applied Across All Inputs. 

 illustrates the results when an arbitrary 25% correlation is applied across all the inputs.  We did not 
include the software man-months CERs as “inputs” even though these are located in the “input variable section” of 
the estimate.  Of course this was a somewhat arbitrary decision, but one that is faced by the analyst if directed to 
“apply correlation across all inputs”.  In this particular estimate, it was felt that software man-month results are 
outputs from a CER and not estimate inputs.  Note that by adding this correlation, the total life cycle cost increased 
by about 4% at the 80% confidence level. 

 

In a third example, instead of applying weak correlation everywhere, strong correlation is applied in a more 
selective manner.  For instance the throughputs and the lines of code elements have no functional relationship in the 
cost model.  If nothing is done, they will be treated as independent risk distributions in the risk simulation.  The first 
image in  shows that the simulated correlation for the throughput values is essentially zero.  If the analyst 
can argue that these items are in fact related (if one goes up they all go up) then correlation should be applied.  The 
second image in  illustrates the actual Pearson Product Moment correlation established in the simulation 
after 90% correlation is applied to these specific elements.  Note, all of these Figures are showing the measured 
correlation achieved in the simulation, not the correlation applied.  10,000 Latin hypercube iterations are used. 

Figure 6

Figure 6
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Figure 6: Simulated Correlation Before and After 90%  Correlation Applied. 

Next, we postulate that the software man-month calculations are highly correlated and that the antenna aperture 
is highly correlated with the payload weight.  The resulting correlation matrix is illustrated in .   Figure 7

Figure 7: Strong Correlation Applied in a More “Logical” Approach. 
 

The point of this exercise is to illustrate two things.  First, the correlation applied will not necessarily be the 
correlation manifest in the simulation because of the layering of the risk assumptions.  Second, if the cost risk 
simulation accurately captures the functional relationships, the impact of additional correlation on the cost risk 
results may not be significant.   

Table 3: 80% Confidence level results based on different correlation assumptions. 

Total Life Cycle Cost, no applied correlation, functional correlation only $177,979
Total Life Cycle Cost, weak correlation applied to inputs, functional as well $186,632 
Total Life Cycle Cost, strong correlation applied in WBS and Inputs, functional as well $178,817 
 

Guidance Required:  Provide guidance on what constitutes strong (.9?) moderate (.6?) and weak (.2?) 
correlation and when they should be applied. 

Reviewing the Risk Assumptions 
Figure 8 illustrates an overview of most (some rows not shown) of the risk assumptions applied to the case 

study.  Note that the random seed is also shown.  All simulation tools employ one or more “random seeds” to 
provide the simulation a place to start.  In addition to the risk assumptions, random seeds must be assigned and 
retained to ensure repeatable results.  Some risk simulation tools do not provide this capability and simply moving 
the cost elements around on the worksheet could change the result of the risk analysis. 

Note, in addition to the high and low bounds it is important to show the interpretation of those bounds.  Where 
no interpretation is shown, 10/90 is assumed.  Most of the bounds are entered as a percent of the point estimate.  
This has a huge advantage because as the cost estimate matures and input values change or the year in which results 
are rendered (inflation), the risk distribution will scale accordingly.  However, this is still just a simplifying 
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assumption.  As the point estimate changes is it intended for the risk ranges to scale relative to those changes?  It is 
always a good idea to review the risk assumptions to ensure they remain consistent with program changes. 

 
Figure 8: Reviewing the Risk Assumptions. 

C. Step Three:  Run the Simulation 

Theoretical approximations can quickly become untenable when applied to typical cost models.  By typical cost 
models we refer to those with hundreds, perhaps thousands of elements and possibly an equal number of input 
variables. There are a number of  risk simulation tools available such as ACEIT, Crystal Ball and @Risk that can be 
applied to such situations.  Each have their pros and cons and we leave it to the reader to select the tool that fits their 
needs.  We will include a comparison of several tools’ results to published analytically solved cost risk case studies 
later in this paper. 

Guidance Required:  Identify acceptable risk simulation tools and provide guidance on how they should 
be applied in the cost estimating environment. 

D. Step Four: View and Interpret the Results 

Typical results are illustrated in .  Note that alongside the point estimate results is the context of the 
point estimate.  The number in brackets is the confidence level of the point estimate result.  With this information, 
the point estimate now has meaning.  It also provides the analyst insight into the status of the risk estimate.  
Typically, in parametric CER-rich estimates such as space systems, the total point estimate is often in the 15 to 30% 
confidence level.  For other estimates, rich in build up estimating relationships (i.e. UnitCost * Qty) the total point 
estimate can have a much higher confidence level. 

Figure 9

Another common metric used to measure the overall dispersion in the estimate is the coefficient of variation 
(CoV - standard deviation divided by the mean).  For the case study, the CoV evaluates to 27%.  In parametric CER-
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rich estimates such as space systems, the CoV can be in the 20 to 40% range.  For other estimates, rich in build up 
estimating relationships the CoV can be dramatically lower, more like 10%. 

 
Figure 9: Typical Risk Simulation Results. 

The confidence level of the point estimate and CoV are useful metrics to assess the “completeness,” perhaps 
even the quality of a risk analysis. 

Guidance Required:  Identify reasonable commodity based metrics the analyst can use to assess the 
completeness and possibly the quality of the risk analysis as it is being developed. 

E. Step Five: Allocate risk 

Risk simulations produce confidence level results that do not add.  Mathematicians are quite happy with this 
result, budget folks are not.  Analysts know that whatever else, the results they produce have to be phased, have to be 
in TY$ and have to add.  Left to their own devices, analyts will find ways to adjust the risk simulation results to 
achieve these results.  Reference 6 describes several methods to allocate risk.  Figure 10 illustrates risk results where 
the simulation result at the 2nd level in the WBS is allocated to the lower levels (consistent with their simulated risk) 
such that they add.  The calculation is done in BY units and phased according to the cost model.  The results can 
then be meaningfully converted to TY$.  Note that all the 2nd level elements are at the 70% confidence level and all 
others lower than the 2nd level have been adjusted to ensure they add properly.  The “Total” result is somewhat 
higher than the 70% confidence level overall. 
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Figure 10: Allocated risk results.  70% confidence level risk allocated from the 2nd WBS level. 

Decision Required:  There are a number of competing allocation methods.  It should be simple enough to 
choose one as the “standard.”  There also needs to be some guidance on how the cost risk dollars should be 
phased.  Cost models should be flexible enough to phase the risk dollars consistent with the program 
managers risk mitigation plans.  However, default phasing methods should be proposed. 

F. Step Six: charts and tables to present to management. 

We are almost done.  There is still the requirement to generate charts and tables for management review.  
 illustrates two popular charts.  There are limitless variations.  Some prefer to see the 50% and the mean cost 

plotted on the S-curve as this provides a visual cue as to the skewness of the risk distribution.  Note that the result of 
our risk case study, in deference to the central limit theorem, does not resemble a normal distribution.  Depending on 
the structure and size of the WBS, the types of risk distributions defined, the functional correlation derived from the 
estimating methodologies, and any explicit correlations specified, the central limit theorem may not apply and the 
aggregate (parent row) distributions will not be normal.  This is a typical result in cost risk analysis. 

Figure 
11

Figure 11: Charting your cost risk analysis. 
  

Guidance Required:  Identify the standard charts and their contents to be presented to management.  
Ensure consistent x and y-axis arrangements. 
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A common request is to have the S curves presented in TY$.  This desire comes from the fact that the results of 
the cost estimate, including risk results, are commonly briefed to project managers and are used for budgeting.  
There are many serious mathematical issues to be resolved to establish a standard way to do this.  At issue is how 
the risk funds get allocated into the cost estimate (WBS elements) and further how these risk funds are phased over 
time (different phasing of risk funds will significantly impact the TY$ total costs).  Different analysts have 
employed different methods for generating TY$ risk S-curves, each method having pros and cons.  For example, it is 
possible to simply derive a composite BY to TY inflation factor to convert the non-risk adjusted BY total to TY and 
then apply this factor to the BY risk statistics used in the S-Curve.  This is reasonably simple to accomplish and 
perhaps somewhat intuitive but leads to many unintended problems.  For example, the resulting S-curves are still 
based on the raw risk statistics and as such, cannot by summed relative to the WBS indenture.  Consequently, the 
aggregate level results will not match to the risk allocated tables used to support budget submissions.  Furthermore, 
this approach does not take into account phasing issues associated with risk funds, leading to additional result 
inconsistencies.  Another approach is to systematically calculate the risk allocated results for every 5% confidence 
level.   

Ideally, a standard process for generating TY risk adjusted S-curves will provide traceable results so that values 
reported on the chart will track to TY risk adjusted phased reports (e.g., used to develop P-sheets). 

Guidance Required:  Determine “if” a TY S-curve should be presented and if so, define the process to be 
used. 

V. Risk ‘Made Simple’ Concluding Statements 
We have stepped through a simple and systematic process for applying risk assumptions to a cost model.  Along 

the way we identified many points in the process where the analyst must choose amongst many competing 
alternatives.  Each decision in and of itself may not be dramatically significant.  However, there can be a 
compounding effect that does result in possibly serious consequences.  It would make the analysts’ job much easier 
if there were default positions, endorsed by the controlling agencies, at each of these decision points.  Certainly we 
do not propose authorities should strive to stamp out creativity.  There will always be room for the more advanced 
analysts to develop sophisticated models to deal with exceptional circumstances.  We do, however, feel that there is 
room to create and maintain guidance documents to provide a sound basis for the analyst to embark upon the cost 
risk analysis journey. 

A discussion on the cost risk analysis process is not complete without some comments about the various tools at 
our disposal.  We have included an appendix which is an extract from a company research project that compared 
various tools.  As expected, we found that if they are used correctly, any of the tools can produce acceptable results.  
To be sure, each requires some effort to understand their specific subtleties.  See Reference 8 for a more detailed 
discussion on various tools, including tips for usage.  

VI. Comparing Risk Results From Various Tools 
Nothing stirs the hackles of the cost analyst more than to hear his/her favored tool condemned and dismissed as 

inaccurate.  Almost always, the champion for the criticized tool will argue that the antagonist simply does not know 
the tool well enough and is using it inappropriately.  More often than naught, that is an accurate observation.  We 
will adopt a different approach in our comparison.  The intent is not to disparage specific tools, but to reassure that if 
handled properly, they all behave remarkably similar. 

We will use three examples.  The first two are published case studies (Reference 4 and 5) that report the 
analytical results for some simple case studies.  The third example is based upon a more “realistic” cost model 
(Reference 7).  This is a far more complex model than the first two and there is no known way to derive an 
analytical solution. 

A. Case Study Page CE V – 80 SCEA Training Manual 

This small case study (Reference 4) had 11 child WBS elements as published.  One of the elements was assigned 
an “additive” risk term, and for convenience, we broke that element into two: one for the CER and one for the 
additive risk.  Five of the WBS elements are each estimated as a factor of the Prime Mission Product (PMP).  The 
PMP plus these five elements constitute about 70% of the total point estimate.  Since the normal distribution applied 
to PMP flows through 70% of the estimate, it is reasonable to assume the Electronic System risk will be normally 
distributed.   provides the details of the cost model and compares the published, analytically derived standard Table 4
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deviations (Sd) to the standard deviations from the simulation models.  The model is somewhat unrealistic because 
there is no attempt to put risk on the factor relationships.  (Note: In this example, both mean and standard deviation 
can be solved analytically for each element.) 

Table 4: SCEA Case Study 

Equation/  
Throughput Distrn Lower Point 

Estimate Upper Sd ACE 
Stdev

CB    
Stdev

@Risk 
Stdev

Electronic System 6.015      6.013      6.026      5.998      
    PMP 12.50 Normal 12.500    2.569      2.570      2.569      2.569      
    SEPM 0.5*PMP 6.250      1.285      1.285      1.284      1.285      
    Sys Test & Evaluation 4.706      0.811      0.811      0.812      0.809      
        Sys Test & Eval 0.3125*PMP 3.906      0.803      0.803      0.803      0.803      
        Management Reserve 0.80 Uniform 0.6         0.800      1.0         0.115      0.116      0.115      0.115      
    Data and Tech Orders 0.1*PMP 1.250      0.257      0.257      0.257      0.257      
    Site Survey & Activation 6.60 Tiangular 5.1         6.600      12.1       1.505      1.505      1.505      1.505      
    Initial Spares 0.1*PMP 1.250      0.257      0.257      0.257      0.257      
    System Warranty 1.10 Uniform 0.9         1.100      1.3         0.115      0.116      0.115      0.115      
    Early Prototype Phase 1.50 Triangular 1.0         1.500      2.4         0.290      0.290      0.290      0.290      
    Operations Supt 1.20 Triangular 0.9         1.200      1.6         0.143      0.143      0.143      0.143      
    System Training 0.25*PMP 3.125      0.642      0.643      0.642      0.642       

In this case study, the risk statistics (means, standard deviations, percentiles, etc.) generated by ACE, CB, and 
@Risk were very close to one another; the percentage differences all within half a percent.  The analytic results were 
derived based on the assumption the risk at the total level was normally distributed.  The simulation results (except 
for FRISK) matched the analytically derived percentile results very closely as shown in . Figure 12

Figure 12: Comparing Risk Simulation Tools Based Upon 10,000 LHC Iterations. 
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Figure 13 shows how Crystal Ball compares to ACE at various iterations.  From a chart like this one might 
mistakenly conclude that ACE stabilizes on the correct answer in fewer iterations than Crystal Ball (Latin Hyper 
cube used in both cases).  The fact is that if you merely change the seed values in either application, the results could 
show the opposite.  What does not change is that after about 5000 iterations, both stabilize on the right answer 
regardless of the seed value. 
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ACEACE

Figure 13: Compare ACE and Crystal Ball at different iterations. 

B. MCR Hand Calculator Case Study 

MCR presented this hypothetical example at the 2002 SCEA National Conference (Reference 5).  Here, System 
X was composed of nine WBS elements.  Unlike the SCEA case study, this one contains no CERs.  The estimate is 
merely the sum of nine throughput numbers.  These elements were assigned triangular distributions with various 
dispersion and skewness measures, and they were also correlated.  The following two tables identify the triangular 
distributions and the corresponding correlation assumptions.  The means and standard deviations were calculated 
analytically based upon the triangular distributions and the correlation matrix. 

Table 5: MCR Case Study 

Point 
Estimate Distribution Lower Mode Upper Mean Standard 

Deviation
System X 1250.0 1,756.00  491.78     
    Antenna 380.0 Tiangular 191.00     380.00     1,151.00  574.00     207.62     
    Electronics 192.0 Tiangular 96.00       192.00     582.00     290.00     105.08     
    Structure 76.0 Tiangular 33.00       76.00       143.00     84.00       22.63       
    LV Adaptor 18.0 Tiangular 9.00         18.00       27.00       18.00       3.67         
    Power Distribution 154.0 Tiangular 77.00       154.00     465.00     232.00     83.86       
    ACS/RCS 58.0 Tiangular 30.00       58.00       86.00       58.00       11.43       
    Thermal Control 22.0 Tiangular 11.00       22.00       66.00       33.00       11.88       
    TT&C 120.0 Tiangular 58.00       120.00     182.00     120.00     25.31       
    Software 230.0 Tiangular 120.00     230.00     691.00     347.00     123.68      
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Correlation Matrix

A
ntenna

Electronics

Structure

LV
A

daptor

Pow
D

istr

A
C

SR
C

S

Therm
al

TTC

Softw
are

Antenna 1.0 0.5 0.5 0.6 0.5 0.5 0.3 0.7 0.7
Electronics 0.5 1.0 0.4 0.5 0.5 0.6 0.5 0.5 0.7
Structure 0.5 0.4 1.0 0.7 0.6 0.7 0.7 0.5 0.7
LVAdaptor 0.6 0.5 0.7 1.0 0.4 0.4 0.5 0.3 0.6
PowDistr 0.5 0.5 0.6 0.4 1.0 0.5 0.5 0.5 0.7
ACSRCS 0.5 0.6 0.7 0.4 0.5 1.0 0.4 0.7 0.8
Thermal 0.3 0.5 0.7 0.5 0.5 0.4 1.0 0.5 0.7
TTC 0.7 0.5 0.5 0.3 0.5 0.7 0.5 1.0 0.8
Software 0.7 0.7 0.7 0.6 0.7 0.8 0.7 0.8 1.0  

 
ACE employs several simplifying assumptions to deal with correlation in an efficient manner (Reference 7).  To 

emulate the given correlation matrix in ACE, the analyst has to select a single vector from the desired matrix.  We 
selected software to be the “dominant” item in the shaded “Group” of .  By doing so, the remaining desired 
correlations within that Group are entered directly into ACE.  During the simulation, ACE will populate the 
remainder of the matrix with assumed cross correlation values.  For example, the correlation between Antenna and 
Electronics is 0.7 * 0.7 = 0.49, which compares favorably to the “exact” value.  We are not so fortunate for other 
cross correlations.  However, in this particular case study, we will see that this simplified approach does not degrade 
the cost results significantly.  (Tip:  A guideline on how to pick the right vector is to look for the column with the 
highest average value and lowest CoV).  We calculated the total theoretical standard deviation based on the ACE 
generated correlation matrix to be 490.7, which compares very well with the published result of 491.8. 

Table 5

In addition to the above correlation matrix, we also compared the percentile results for various homogenous 
correlation matrices, i.e., 0, 0.2, 0.5, 0.7, 0.9, and 1.0, and the percentile risk results were in sync across the 
simulation models.  (Tip: To achieve a 0.25 correlation matrix in ACE, enter 0.5 in the Strength column for all 
elements in the Group ... 0.5 * 0.5 = .25 …no dominant should be specified.). 

We noted that all the simulation tools forecast a distribution shape for System X that does not look particularly 
“normal.”  As  illustrates, the histogram looks more like a beta or skewed triangular distribution. Figure 14

Figure 14: Probability Histogram for System X from Crystal Ball. 
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Reference 5 assumed a normal distribution to approximate the sum of nine different triangular distributions.  
However, a beta approximation would be a better one to use in this case because there were so few elements and 
they were correlated as well.  In general, we need 20 or more independently distributed items to apply the central 
limit theorem to the total.   

As shown in , the results derived analytically based upon a beta distribution assumption compared better 
to the simulation results than did the published values (based on a normal distribution assumption), particularly at 
the end points.   

Table 6

Table 6

Table 6: MCR Case Study 

Great care was taken to exploit Crystal Ball and @Risk’s correlation capability.  While tedious, it was possible 
to explicitly assign the “exact” cross correlations.  As shown in , the extra effort did not seem to gain 
anything as all the simulation tools match across all the percentile results (although @ Risk seems to be a little 
different to ACE & Crystal Ball). 

Sd 5% 10% 50% 90% 95%
ACE 487.2      1,043      1,156      1,708      2,438      2,630      
CB 486.1      1,044      1,157      1,704      2,441      2,626      
@Risk 489.9      1,039      1,150      1,705      2,448      2,640      

491.8      
FRISK 491.8      1,076      1,189      1,691      2,405      2,657      

491.8      994         1,121      1,729      2,610       

Normal 947         1,126      1,756      2,386      2,565      

Beta 2,431      

C. USCM7 

This test case was presented in the 2003 SCEA conference using ACE RI$K (Reference 7).  Unlike the previous 
two case studies, the USCM 7 case study is a far more realistic example because of the following: 

• It contains linear, non-linear, and factor CERs with inflation and phasing impacts. 
• It has over 30 WBS elements with CERs and as many input variables. 
• It has a realistic spread of cost across the elements.  
• Risk is applied to the CERs and to the inputs. 
• CER risk bounds were developed based upon prediction interval statistical analysis consistent with the 

point estimate inputs rather than simply picking subjective bounds. 
• A realistic combination of normal, triangular and beta distributions and bounds were applied. 
• A realistic layering of CER (cost) risk on top of input variable (configuration) risk is modeled.  Even more 

complex risk layering is present in the factor relationship elements. 
• All the simulation models were carefully designed to assign 20% correlation across all WBS elements and 

also 20% (separately) across all inputs. 

While this still remains a very small model in the cost modeling world, the mechanics of setting up the Crystal 
Ball and @Risk sessions were very challenging.  The eye-popping correlation matrices were 68 rows by 68 
columns.  It is inconceivable to the authors how one would deal with correlation in these tools for cost models 
having hundreds of rows and dozens of input variables.  In the case of ACE, only a single column of correlations are 
entered.  We have already shown that this approach works reasonably well for a small case.  To date, the ACE 
funding organizations have declined to fund a complete Laurie-Goldberg approach in deference to other priorities (it 
has been proposed every year for several years).  We took the time to model USCM 7 in Crystal Ball and @Risk to 
determine if the approach remained reasonable for a more realistic case. 
Figure 15 shows a representative portion of the USCM 7 cost model rendered in Excel.  Column K contains the 
assumptions and column N the forecasts for Crystal Ball. 
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Figure 15: Small Portion of the USCM 7 Cost Model Case Study. 

We also examined the comparison as risk assumptions were layered onto the model.  As  illustrates, all 
the simulation models produce pretty well the same results.  The difference in correlation modeling within the tools 
does not seem to matter, at least in this and the previous example.  Note how CER risk has a far greater impact than 
configuration risk.  We were unable to apply Frisk to this model, although the builders of FRisk probably could. 

Table 7

Table 7: Compare Simulation Tool Results for the USCM 7 Cost Model 
Standard Deviation Mean 95th Percentile

ACE CB @Risk ACE CB @Risk ACE CB @Risk

CER Risk $95,199 $95,874 $95,998 $526,601 $526,702 $526,629 $689,995 $690,235 $691,490

CER Risk, Config Risk $104,739 $106,094 $103,406 $526,046 $526,364 $525,701 $709,720 $708,328 $709,685

CER Risk, Config Risk, Config Corr $116,760 $117,813 $115,059 $526,711 $527,312 $526,455 $732,412 $735,483 $732,367
CER Risk, CER Corr, Config Risk, Config Corr $188,446 $187,627 $184,433 $533,537 $533,747 $533,167 $875,281 $872,692 $863,327  
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Figure 16: Comparing Risk Simulation Tool Results For USCM 7. 

VII. Risk Simulation Tool Conclusions 
If the dispersion measures generated by Crystal Ball (CB) or @Risk are noticeably lower than corresponding 

ACE results, then it is very likely that the risk assumptions are not specified properly in CB or @Risk.  There are 
several things to investigate.  For instance, if  the point estimates are derived from CERs, then you need to define the 
equation (CER) and the corresponding error term in two separate cells in CB or @Risk, and then store the result of 
their product (if errors are multiplicative) in a third cell, which is termed a “forecast” cell.  If you have factor 
equations in your model, you must ensure they are linked to the forecast cells instead of the CER cells.  Otherwise, 
the simulated sample standard deviations will be smaller than their true values.  Another common inadvertent 
mismatch of risk assumptions has to do with truncation.  ACE truncates distributions at zero by default.  Other tools 
default to the entire distribution, including negative numbers (what is negative weight or negative cost?).  The user 
has the ability to cause the distributions to truncate at zero in the other tools….our observation is that many do not 
do that.  These (along with incorrect bounds specification) are the most common reasons for mismatching results.  
Please refer to Reference 8 for others. 

This appendix contained 3 examples (and we have several others) that demonstrate ACE, Crystal Ball and 
@Risk, when used correctly, will match.  We have yet to find a working situation where careful attention to detail 
does not result in almost identical results regardless of the simulation tool used.  We have also shown that the 
simulation tools will match analytically solvable case study results.  For most users, the simulation tools will be far 
easier to apply to their cost model than analytic methods.  Determining which tool is “easier” to use is left for the 
reader to decide.  We would like to close, however, with one last decision requested of cost authorities. 

Guidance Required:  Under what circumstances should risk distributions be permitted to go below zero? 
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